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Abstract—Constrained coding is used in Flash devices to
increase reliability via mitigating inter-cell interference that stems
from charge propagation among cells. In this project, we suggest
new constrained coding schemes that have low-complexity and
preserve the desirable high access speed in modern Flash devices.
The idea is to eliminate error-prone patterns by coding data
either only on the left-most page (binary coding) or only on the
two left-most pages (4-ary coding) while leaving data on all the
remaining pages uncoded. Since the proposed schemes enable the
separation of pages, except the two left-most pages in the case of
4-ary coding, we refer to them as read-and-run (RR) constrained
coding schemes. We analyze the new RR coding schemes and
discuss their impact on the probability of occurrence of different
charge levels. We also demonstrate the performance improvement
achieved via RR coding on a 1X-nm triple-level cell (TLC) Flash
memory.

I. INTRODUCTION

In Flash devices, charge propagation from cells programmed
to high charge levels into cells programmed to lower charge
levels is the main reason behind inter-cell interference (ICI).
This remains true for any number q of charge levels per cell.
Specific data patterns are expected to contribute most to ICI.
Mitigating ICI results in remarkable lifetime gains in Flash as
demonstrated in [1] for multi-level cell (MLC) Flash (q = 4).

In this paper, we propose read-and-run (RR) constrained
coding schemes that allow pages to be accessed separately in
modern Flash devices, thus preserving high access speed. The
key idea is that the constrained code is applied only on one or
two pages, the left-most page(s), while no coding is applied
on the other log2 q−1 or log2 q−2 pages. This work has been
published in [2].

II. PATTERNS, MAPPING, AND RR CODING

According to our recent experimental tests and a machine
learning-based ICI characterization [3] of TLC Flash memo-
ries, we identified a set of ICI-prone patterns. Let
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where q is the number of levels per Flash cell (a positive power
of 2) and V1 = {0, 1, . . . , q − 1} \ V0

1. Then, the ICI-prone
patterns of interest are the high-low-high level patterns in Lq:

Lq ≜ {β1µβ1,∀β1, β1 | 0 ≤ µ < min(β1, β1)}. (2)

A block inside the Flash device can be seen as a 2D grid
of wordlines and bitlines, with a cell being placed at each
intersection [1]. Level patterns in Lq are detrimental whether

1Levels are defined through their indices {0, 1, . . . , q − 1} for simplicity.

they occur on 3 adjacent cells along the same wordline or
along the same bitline. We adopt a recursive alternate Gray
mapping (RAGM) [2] to map between data and charge levels.

Now, we are ready to discuss binary coding schemes.
From (2) and RAGM, the level patterns in Lq correspond
to binary patterns where the left-most page (pages) always
has (have) two 0’s separated by some bit, i.e., 0x0. Based
on that, forbidding {000, 010} on the left-most page (pages)
guarantees that no level pattern in Lq would appear while
writing to a Flash device, with any q ≥ 4, at least in the
wordline (bitline) direction. This corresponds to an interleaved
RLL (d, k) = (0, 1) constraint [4]. We emphasize that no
coding on any other page is needed. Data will therefore
be read from each page independently, and processing can
start immediately. RR coding allows low-density parity-check
(LDPC) codes on uncoded pages. This idea is the key idea of
our RR constrained coding.

RR coding can be performed in the wordline direction only
(1D), the bitline direction only (1D), or both directions (2D).
For 2D binary RR constrained coding, we want to prevent the
patterns in {000, 010} from appearing at the left-most pages in
both wordline and bitline directions in the Flash device through
simple encoding and decoding. One notable remark is that
applying 1D RR coding in the wordline direction indirectly
reduces the probability of detrimental patterns in the bitline
direction, and vice versa.

III. RR-LOCO CODING

We introduce a binary RR coding scheme using
lexicographically-ordered constrained (LOCO) codes that for-
bids {000, 010} on the left-most pages in either the wordline
direction or the bitline direction. The constrained code we
apply is a binary LOCO code devised according to the general
method in [5]. The formal definition of this LOCO code RC2

m

is in [2], and we start by specifying a group structure (partition)
for it. The second step is to enumerate the codewords in RC2

m,
which is done by Theorem 1. Let N2(m) ≜ |RC2

m|.

Theorem 1. The cardinality of a LOCO code RC2
m is given

by the recursive formula:
N2(m) = N2(m− 1) +N2(m− 3) +N2(m− 4), m ≥ 2, (3)

where the defined cardinalities are:

N2(−3) ≜ 0, N2(−2) = N2(−1) = N2(0) ≜ 1, and N2(1) = 2.
(4)

Define a codeword c in RC2
m as c ≜ cm−1cm−2 . . . c0. The

integer equivalent of a LOCO codeword bit ci, 0 ≤ i ≤ m−1,
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Fig. 1. (Left) Measured average channel bit error rate (BER) comparison when all pages are programmed with random data (green curve), a rate 24:36 1D
binary RR-LOCO coded data (red curves) along wordlines (solid curve) or bitlines (dashed curve), and a rate 20:12 bits/symbol 1D 4-ary RR-LOCO coded
data (blue curves) along wordlines (solid curve) or bitlines (dashed curve) from P/E cycle 0 to P/E cycle 10,000. (Right) Measured average channel BER
excluding random data from P/E cycle 4,000 to P/E cycle 10,000. All coding schemes have overall rate 8/9. Lifetime gain of RR coding is about 3,700 P/E
cycles when BER is 3× 10−3.
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Fig. 2. Measured average channel BER comparison of 1D binary RR-LOCO
coded data (red curves) along wordlines (solid curve) or bitlines (dashed
curve), 1D binary interleaved rate 12:18 RLL-(0, 1) coded data (cyan curves)
along wordlines (solid curve) or bitlines (dashed curve), and 2D binary rate
1:2 RR coded data (black curve) from P/E cycle 4,000 to P/E cycle 10,000.
2D RR coding scheme has overall rate 5/6.

is ai, i.e., ai is 0 (1) when ci is 0 (1). Denote the lexicographic
index of a codeword c among all codewords in the LOCO code
RC2

m by g2(m, c), which is abbreviated to g(c). In general,
g(c) is in {0, 1, . . . , N2(m)− 1}.

The third step is to specify the special cases of occurrence
for a 1 inside a codeword in RC2

m. The fourth and fifth steps
are to find the encoding-decoding rule, which specifies the
mapping from index to codeword and vice versa. This rule for
RC2

m is given in Theorem 2. The sixth step is to assemble the
encoding and decoding algorithms.

Theorem 2. The relation between the lexicographic index
g(c), c ∈ RC2

m, and the codeword c itself is given by:

g(c) =

m−1∑
i=0

ai

[
(1− yi,1)N2(i− 2)

+ (1− yi,1 − yi,2)N2(i− 3)
]
, (5)

where yi,1 and yi,2 are specified as follows:

yi,1 = 1 if ci+2ci+1ci ∈ {001, 011}, and yi,1 = 0 otherwise,

yi,2 = 1 if ci+1ci = 01 s.t. yi,1 = 0, and yi,2 = 0 otherwise.
(6)

We next propose a 1D RR coding scheme over GF(4),
which is also based on LOCO codes. The goal is to limit
the rate loss and/or reduce the code complexity at higher
rates compared to binary RR coding by coding on the two
left-most pages. Finer classification of error-prone patterns,

stemming from characterizing them via two bits instead of one,
results in allowing some benign or less detrimental patterns,
and therefore increasing the rate with negligible effect on
performance. Shorter codewords and smaller encoder-decoder
adder sizes can reduce implementation complexity.

The detailed construction, analysis of coding rate, complex-
ity, and error propagation can be found in [2].

IV. EXPERIMENTAL RESULTS ON TLC FLASH

To characterize the performance of the proposed RR con-
strained coding schemes, we conducted program/erase (P/E)
cycling experiments on several blocks of a 1X-nm TLC Flash
chip.

As shown in Fig. 1, the uncoded performance is better than
that of both binary and 4-ary RR codes up to around 1,200
P/E cycles and is notably worse thereafter. At the later stages
of P/E cycling, ICI becomes severe and RR codes outperform
the uncoded setting. As shown in the right subfigure of Fig. 1,
the BER of 1D binary RR code along wordlines is almost the
same as that of the 4-ary RR code between 2,000 and 8,000
P/E cycles. When the P/E cycle count is larger than 8,000, the
BER of 1D binary RR code along wordlines is slightly better
than that of the 1D 4-ary RR code.

As shown in Fig. 2, each 1D RR coding scheme along the
bitline direction achieves a slightly better channel BER perfor-
mance than along the wordline direction; the 1D RR coding
schemes along the same direction have similar performance;
and the performance of the 2D RR constrained code is better
than that of the 1D RR codes along any one direction.
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