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Data Storage in DNA

High density data storage
- DNA: $10^9$ GB/mm$^3$
- Tape: 10 – 100 GB/mm$^3$
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Data Storage in DNA

High density data storage

- DNA: $10^9$ GB/mm$^3$
- Tape: $10^{-100}$ GB/mm$^3$

Never obsolete

Easily duplicatable (PCR)

Cost per Genome

Long term data storage (DNA from mammoths)
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Data Storage in DNA

User Binary Data
000001101011001
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Data Storage in DNA

User Binary Data
000001101011001
110100010010101
101000111110100

DNA Synthesizer
DNA Sequencer

Storage Container

Encoding

DNA strands
GCTATGAGTACT
ATGATTGACTCT
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Data Storage in DNA

User Binary Data:
000001101011001110100010010101101000111101001010001111010100

DNA Synthesizer

DNA strands
ATAATTGAGTCT
GCTGGCATAGCT
GATAGCTTAGCT
ATGATTGACTCT
GATGGCATACCT

DNA Sequencer

DNA Synthesizer

DNA strands
GCTATGAGTACT
ATGATTGACTCT
GATGGCATAGCT

DNA Sequencer

Storage Container
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Channel Model

\[
\begin{align*}
X & \quad \text{Draw & Distort} \quad Y \\
X_1 & \quad \text{GCTATGAGTACT} \\
X_2 & \quad \text{ATGATTGACTCT} \\
X_3 & \quad \text{GATGGCATAGCT}
\end{align*}
\]

\[j = X_i + E_j:\]
- \(i.i.d.\) uniform random draws
- \(E_j: \) random error vectors (error probability \(p\))

In this work: Quaternary sequences (\(\mathbb{Z}_4 = \{A, C, G, T\}\))
Channel Model

\[ X \xrightarrow{\text{Draw & Distort}} Y \]

\( X_1 \quad \text{GCTATGAGTACT} \)
\( X_2 \quad \text{ATGATTGACTCT} \)
\( X_3 \quad \text{GATGGCATAGCT} \)

\( Y \quad \text{ATAATTGAGTCT} \)

\( Y_1 \)
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Channel Model

\[ X \xrightarrow{\text{Draw \\ & Distort}} Y \]

\[ X_1 \rightarrow \text{GCTATGAGTACT} \rightarrow \text{ATAATTGAGTCT} \]
\[ X_2 \rightarrow \text{ATGATTGACTCT} \rightarrow \text{GCTGGCATAGCT} \]
\[ X_3 \rightarrow \text{GATGGCATACCT} \rightarrow \text{GCTGGCATAGCT} \]

\[ Y_1 \]
\[ Y_2 \]
Channel Model

\[ X \xrightarrow{\text{Draw & Distort}} Y \]

\begin{align*}
X_1 & \quad \text{GCTATGAGTACT} \quad \text{GCTGGCATAGCT} \quad \text{Y}_1 \\
X_2 & \quad \text{ATGATTGACTCT} \quad \text{GATAGCTTAGCT} \quad \text{Y}_2 \\
X_3 & \quad \text{GATGGCATAGCT} \quad \text{Y}_3
\end{align*}
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Channel Model

\[ X \xrightarrow{\text{Draw & Distort}} Y \]

- \( X_1: \) GCTATGAGTACT
- \( X_2: \) ATGATTGACTCT
- \( X_3: \) GATGGCATAGCT

\( Y_1: \) ATAATTGAGTCT
\( Y_2: \) GCTGGGCATAGCT
\( Y_3: \) GATAGCTTAGCT
\( Y_4: \) ATGATTGACTCT

Ref: Lenz, Siegel, Wachter-Zeh, Yaakobi. "On the Capacity of DNA-based Data Storage under Substitution Errors"
Channel Model

Draw & Distort

\[ X \quad \text{Draw & Distort} \quad Y \]

\[
\begin{align*}
X_1 & : \text{GCTATGAGTACT} & \rightarrow & : \text{ATAATTGAGTCT} \\
X_2 & : \text{ATGATTGACTCT} & \rightarrow & : \text{GCTGGCATAGCT} \\
X_3 & : \text{GATGGCATAAGCT} & \rightarrow & : \text{GATAGCTTAGCT} \\
& & & \rightarrow \text{Y_3} \\
& & & \rightarrow \text{Y_4} \\
& & & \rightarrow \text{Y_5} \\
& & & \rightarrow \text{Y_1} \\
& & & \rightarrow \text{Y_2} \\
& & & \rightarrow \text{Y_3} \\
& & & \rightarrow \text{Y_4} \\
& & & \rightarrow \text{Y_5} \\
\end{align*}
\]
Channel Model

\[ Y_j = X_{I_j} + E_j \]

- \( I_j \): i.i.d. uniform random draws
- \( E_j \): random error vectors (error probability \( p \))
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Channel Model

\[
Y_j = X_{I_j} + E_j
\]

- \( I_j \): i.i.d. uniform random draws
- \( E_j \): random error vectors (error probability \( p \))
- In this work: Quaternary sequences (\( \mathbb{Z}_4 = \{ A, C, G, T \} \))
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![Diagram showing the channel model with DNA sequences and their corresponding outputs.](diagram.jpg)
Channel Input:
- $M$ Sequences, each of length $L$
- $X = (X_1, \ldots, X_M)$
- $\beta = \log_4 \frac{M}{L}$

Channel Output:
- $N$ sequences, each of length $L$
- $Y = (Y_1, \ldots, Y_N)$
Channel Model

\[ X \quad \text{Draw & Distort} \quad Y \]

\[
\begin{align*}
X_1 & \quad \text{GCTATGAGTACT} & Y_1 & \quad \text{ATAATTGAGTCT} \\
X_2 & \quad \text{ATGATTGACTCT} & Y_2 & \quad \text{GCTGGCATAGCT} \\
X_3 & \quad \text{GATGGCATAGCT} & Y_3 & \quad \text{GATAGCTTAGCT} \\
\end{align*}
\]

Channel Input:
- \( M \) Sequences, each of length \( L \)
- \( X = (X_1, \ldots, X_M) \)
- \( \beta = \log_4 \frac{M}{L} \)

Channel Output:
- \( N \) sequences, each of length \( L \)
- \( Y = (Y_1, \ldots, Y_N) \)
- \( c = \frac{N}{M} \)
Channel Model - Codes and Information Rates

Communication System:

Message

\[ W \]
Channel Model - Codes and Information Rates

Communication System:

Message

\( W \) ← Encoder

\[ C = \{ X(1), \ldots, X(4) \} \subset \mathbb{Z}^{M \times L} \]

Code rate

\[ R = \log_4 |C| \]

Decoder:

\[ \text{dec} : \mathbb{Z}^{N \times L} \rightarrow C \]

Error prob.

\[ P(\text{Err}) = P(\text{dec}(Y) \neq X) \]

Channel Capacity

Achievable rates

Code rate \( R \) is achievable, if there exists a code \( C \) of rate \( R \) with \( P(\text{Err}) \rightarrow 0 \), as \( ML \rightarrow \infty \)

Capacity: Supremum of achievable rates
Channel Model - Codes and Information Rates

Communication System:

Message

\[ W \rightarrow \text{Encoder} \]

\[ X \]

\[ \text{Draw & Distort} \]

\[ Y \]

\[ X_1 \rightarrow \text{GCTATGAGTACT} \]

\[ X_2 \rightarrow \text{ATGATTGACTCT} \]

\[ X_3 \rightarrow \text{GATGGCATAGCT} \]

\[ X_4 \rightarrow \text{ATGATTGACTCT} \]

\[ X_5 \rightarrow \text{GATGGCATACCT} \]

\[ Y_1 \rightarrow \text{ATAATTGAGTCT} \]

\[ Y_2 \rightarrow \text{GCTGGCATAGCT} \]

\[ Y_3 \rightarrow \text{GATAGCTTAGCT} \]

\[ Y_4 \rightarrow \text{ATGATTGACTCT} \]

\[ Y_5 \rightarrow \text{GATGGCATACCT} \]
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Channel Model - Codes and Information Rates

Communication System:

Message

\[ W \rightarrow \text{Encoder} \rightarrow \text{Draw & Distort} \rightarrow \text{Decoder} \]

- **Encoder**: Takes a message and encodes it into a code.
- **Draw & Distort**: Introduces errors into the encoded data.
- **Decoder**: Decodes the distorted data back into a message.

**Code**: 
\[ C = \{ X(1), \ldots, X(4) \} \subset \mathbb{Z}^{M \times L} \]

**Code rate**: 
\[ R = \log_4 |C|_{\text{ML}} \]

**Error prob.**: 
\[ P(\text{Err}) = P(\text{dec}(Y) \neq X) \]

**Channel Capacity**: The supremum of achievable rates.

- **Achievable rates**: The code rate \( R \) is achievable if there exists a code \( C \) of rate \( R \) with \( P(\text{Err}) \rightarrow 0 \) as \( \text{ML} \rightarrow \infty \).

**Capacity**: 
\[ C \text{ is the capacity of the channel.} \]
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Channel Model - Codes and Information Rates

Communication System:

Message $W$ → Encoder → $X$ Draw & Distort $Y$ → Decoder → $\widehat{W}$

- **Message** $W$
- **Encoder**
- **Decoder**

**Code:**
- $C = \{X_1, \ldots, X_{ML}\} \subset \mathbb{Z}^{M \times L}$
- **Code rate** $R = \log_4|C|_{ML}$

**Decoder:**
- $\text{dec} : \mathbb{Z}^{N \times L} \rightarrow C$
- **Error prob.** $P(\text{Err}) = P(\text{dec}(Y) \neq X)$

**Channel Capacity:**
- Achievable rates $R$ is achievable, if there exists a code $C$ of rate $R$ with $P(\text{Err}) \rightarrow 0$, as $ML \rightarrow \infty$
- **Capacity**: Supremum of achievable rates
Channel Model - Codes and Information Rates

Communication System:

Message $W$ \rightarrow Encoder \rightarrow Decoder \rightarrow \hat{W}

Code:

- $C = \{X(1), \ldots, X(4^{MLR})\} \subset \mathbb{Z}_4^{M \times L}$
- Code rate $R = \frac{\log_4 |C|}{ML}$
Channel Model - Codes and Information Rates

Communication System:

Message $W$ \(\xrightarrow{\text{Encoder}}\) \(\text{Decoder} \xrightarrow{\hat{W}}\)

Code:
- $\mathcal{C} = \{X(1), \ldots, X(4^{MLR})\} \subset \mathbb{Z}_4^{M \times L}$
- Code rate $R = \frac{\log_4 |\mathcal{C}|}{ML}$

Decoder:
- $\text{dec} : \mathbb{Z}_4^{N \times L} \rightarrow \mathcal{C}$
- Error prob. $P(\text{Err}) = P(\text{dec}(Y) \neq X)$
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Channel Model - Codes and Information Rates

Communication System:

Message

\( W \) → Encoder

\[ X \]

Draw & Distort

\[ Y \]

\( X_1 \)

\( X_2 \)

\( X_3 \)

\( X_4 \)

\( Y_1 \)

\( Y_2 \)

\( Y_3 \)

\( Y_4 \)

\( Y_5 \)

\( \hat{W} \) → Decoder

Code:

- \( C = \{X(1), \ldots, X(4^{MLR})\} \subseteq \mathbb{Z}_4^{M \times L} \)
- Code rate \( R = \frac{\log_4 |C|}{ML} \)

Decoder:

- dec : \( \mathbb{Z}_4^{N \times L} \rightarrow C \)
- Error prob. \( P(\text{Err}) = P(\text{dec}(Y) \neq X) \)

Channel Capacity

Achievable rates

Code rate \( R \) is achievable, if there exists a code \( C \) of rate \( R \) with \( P(\text{Err}) \rightarrow 0 \), as \( ML \rightarrow \infty \)
Channel Model - Codes and Information Rates

Communication System:

Message

\[ W \rightarrow \text{Encoder} \rightarrow \text{Decoder} \rightarrow \widehat{W} \]

Message

\[ W \]

**Code:**

- \( \mathcal{C} = \{ X(1), \ldots, X(4^{MLR}) \} \subset \mathbb{Z}_4^{M \times L} \)
- Code rate \( R = \frac{\log_4 |\mathcal{C}|}{ML} \)

**Decoder:**

- \( \text{dec} : \mathbb{Z}_4^{N \times L} \rightarrow \mathcal{C} \)
- Error prob. \( P(\text{Err}) = P(\text{dec}(Y) \neq X) \)

Channel Capacity

**Achievable rates**

Code rate \( R \) is achievable, if there exists a code \( \mathcal{C} \) of rate \( R \) with \( P(\text{Err}) \rightarrow 0 \), as \( ML \rightarrow \infty \)

- **Capacity**: Supremum of achievable rates
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- Upper bound on capacity
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- Prove achievability of the capacity in [Lenz et al., 2019]
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- Generalization to asymmetric channels
- Computation of error probabilities
Preliminaries - Channel Model Revisited

Alternative Channel Formulation

\[ X \]

\[ X_1 \text{ GCTATGAGTACT} \]

\[ X_2 \text{ ATGATTGACTCT} \]

\[ X_3 \text{ GATGGCATAGCT} \]

Challenges

- Draws of the multi-draw channels are random
- Permutation of the sequences
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Preliminaries - Channel Model Revisited

Alternative Channel Formulation

\[ X \quad \text{Multi-draw} \]

\[ X_1 \quad \text{GCTATGAGTACT} \]
\[ D_1 = 0 \]

\[ X_2 \quad \text{ATGATTGACTCT} \]
\[ D_2 = 2 \]
\[ \text{ATAATTGAGTCT} \]
\[ \text{ATGATTGACTCT} \]

\[ X_3 \quad \text{GATGGCATAGCT} \]
\[ D_3 = 3 \]
\[ \text{GCTGGCATAAGCT} \]
\[ \text{GATAGCTTAGCT} \]
\[ \text{GATGGCATAACCT} \]

Challenges

- Draws of the multi-draw channels are random
- Permutation of the sequences
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Preliminaries - Channel Model Revisited

Alternative Channel Formulation

<table>
<thead>
<tr>
<th></th>
<th>$X$</th>
<th>Multi-draw</th>
<th>Permute</th>
</tr>
</thead>
<tbody>
<tr>
<td>$X_1$</td>
<td>GCTATGAGTACT</td>
<td>$D_1 = 0$</td>
<td>Y_1: ATAATTGAGTCT</td>
</tr>
<tr>
<td>$X_2$</td>
<td>ATGATTGACTCT</td>
<td>$D_2 = 2$</td>
<td>Y_2: GCTGGCATAGCT</td>
</tr>
<tr>
<td>$X_3$</td>
<td>GATGGCATAGCT</td>
<td>$D_3 = 3$</td>
<td>Y_3: GATAGCTTAGCT</td>
</tr>
</tbody>
</table>

Challenges

- Draws of the multi-draw channels are random
- Permutation of the sequences

Lenz, Siegel, Wachter-Zeh, Yaakobi "On the Capacity of DNA-based Data Storage under Substitution Errors"
Preliminaries - Channel Model Revisited

Alternative Channel Formulation

\[
\begin{align*}
X & \quad \text{Multi-draw} & \quad \text{Permute} \\
X_1 & \quad \text{GCTATGAGTACT} & \quad D_1 = 0 & \quad \text{Y} \\
X_2 & \quad \text{ATGATTGACTCT} & \quad D_2 = 2 & \quad \text{Y}_1 \quad \text{ATATTGAGTCT} \\
X_3 & \quad \text{GATGGCATAGCT} & \quad D_3 = 3 & \quad \text{Y}_2 \quad \text{GCTGGCATACCT} \\
& & \quad \text{ATGATTGACTCT} & \quad \text{Y}_3 \quad \text{GATAGCTTAGCT} \\
& & \quad \text{GCTGGCATAGCT} & \quad \text{Y}_4 \quad \text{ATGATTGACTCT} \\
& & \quad \text{GATAGCTTAGCT} & \quad \text{Y}_5 \quad \text{GATGGCATACCT} \\
& & \quad \text{GATGGCATACCT} & \\
\end{align*}
\]

Challenges

- Draws of the multi-draw channels are random

Lenz, Siegel, Wachter-Zeh, Yaakobi "On the Capacity of DNA-based Data Storage under Substitution Errors"
Preliminaries - Channel Model Revisited

Alternative Channel Formulation

\[ X \]

\[ X_1 \quad \text{GCTATGAGTACT} \]

\[ D_1 = 0 \]

\[ X_2 \quad \text{ATGATTGACTCT} \]

\[ D_2 = 2 \]

\[ X_3 \quad \text{GATGGCATAGCT} \]

\[ D_3 = 3 \]

\[ Y \]

\[ Y_1 \quad \text{ATAATTGAGTCT} \]

\[ Y_2 \quad \text{GCTGGCATAGCT} \]

\[ Y_3 \quad \text{GATAGCTTAGCT} \]

\[ Y_4 \quad \text{ATGATTGACTCT} \]

\[ Y_5 \quad \text{GATGGCATAACCT} \]

Permute

Challenges

- Draws of the multi-draw channels are random
- Permutation of the sequences
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Preliminaries - Multi-draw Channel [Mitzenmacher, 2006]

Let $X = \text{ATGATTGACTCT}$ be the input sequence. It is mapped through a multi-draw channel to $Y_1, Y_2, \ldots, Y_d$.

- $Y_1 = \text{ATAATTGAGTCT}$
- $Y_2 = \text{ATGATTGACTCT}$
- $Y_d = \text{ATAATTAACTTT}$

This illustrates the transmission of DNA sequences through a channel with substitution errors.
Preliminaries - Multi-draw Channel [Mitzenmacher, 2006]

Input: $X$

Output: $d$ output sequences $Y_1, \ldots, Y_d$

$q$-ary symmetric channels: $Y_i = X + E_i$
Preliminaries - Multi-draw Channel [Mitzenmacher, 2006]

- Input: \( X \)
- Output: \( d \) output sequences \( Y_1, \ldots, Y_d \)
- \( q \)-ary symmetric channels: \( Y_i = X + E_i \)
Preliminaries - Multi-draw Channel [Mitzenmacher, 2006]

- Capacity (d draws, error probability p)

\[ C(d, p) \]

\[ \begin{align*}
  &\text{\texttt{ATAATTGACTCT}} \\
  &\text{\texttt{ATAATTGACTCT}} \\
  &\vdots \\
  &\text{\texttt{ATAATTAACTTT}} \\
\end{align*} \]

\[ Y_d \]

\[ X \]

\[ \text{\texttt{ATGATTGACTCT}} \]
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Channel Capacity

Draw Distribution

- Recall:
  - $D_i$: Number of draws of sequence $i$
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Draw Distribution

• Recall:
  ▶ $D_i$: Number of draws of sequence $i$
  ▶ $c = N/M$: Sequencing depth (average number of draws per sequence)
• $D_i \rightarrow \text{Poi}(c)$ (Poissonization)
Channel Capacity

Draw Distribution

• Recall:
  ▶ $D_i$: Number of draws of sequence $i$
  ▶ $c = N/M$: Sequencing depth (average number of draws per sequence)
• $D_i \rightarrow \text{Poi}(c)$ (Poissonization)

Channel Capacity

Theorem: Channel Capacity

Given $2\beta < 1 - H_4(2p)$, the capacity is

$$C(c, \beta, p) = \sum_{d=0}^{\infty} \text{Poi}(c,d)C_{\text{Mul}}(d, p) - \beta(1 - e^{-c})$$
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Channel Capacity - Parameter Range

Parameter Range

\[ 2\beta < 1 - H_4(2p) \]
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