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Abstract
Byte-addressable, non-volatile memory (NVM) is emerging as a revolutionary memory technology that provides persistence, near-DRAM performance, and scalable capacity. To facilitate its use, many NVM programming models have been proposed. However, most models require programmers to explicitly specify the data structures or objects that should reside in NVM. Such requirement increases the burden on programmers, complicates software development, and introduces opportunities for correctness and performance bugs.

We believe that requiring programmers to identify the data structures that should reside in NVM is undesirable. Instead, programmers should only be required to identify durable roots—the entry points to the persistent data structures at recovery time. The NVM programming framework should then automatically ensure that all the data structures reachable from these roots are in NVM, and store to these data structures are persistently completed in an intuitive order.

To this end, we present a new NVM programming framework, named AutoPersist, that only requires programmers to identify durable roots. AutoPersist then persists all the data structures that can be reached from the durable roots in an automated and transparent manner. We implement AutoPersist as a threat-aware extension to the Java language and perform experiments with a variety of applications running on Intel Optane DC persistent memory. We demonstrate that AutoPersist requires minimal code modifications, and significantly outperforms expert-marked Java NVM applications.

CCS Concepts: • Hardware → Non-volatile memory; • Software and its engineering → Just-in-time compilers; Source code generation.

1 Introduction
There have recently been significant technological advances towards providing fast, byte-addressable non-volatile memory (NVM), such as Intel 3D XPoint [17], Phase Change Memory (PCM) [12], and ReRAM [11]. These memory technologies promise near-DRAM performance, scalable memory capacity, and data durability, which offer great opportunities for software systems and applications.

To enable applications to take advantage of NVM, many NVM programming frameworks have been proposed, such as Intel PMDK [1], Memorystore [15], NVHalps [11], Espresso [46], and others [20, 21, 24, 36, 46]. While the underlying model to ensure data consistency [14, 15] varies across frameworks, all of these frameworks share a common trait: they require the programmer to explicitly specify the data structures or objects that should reside in NVM. This limitation results in substantial effort from programmers, and introduces opportunities for correctness and performance bugs due to the increased programming complexity [15]. Moreover, it limits the ability of applications to use existing libraries.

We believe that requiring users to identify all the data structures or objects that reside in NVM is undesirable. Instead, the user should only be required to identify the durable roots, which are the named entities into durable data structures at recovery time. Given this input, the NVM framework should then automatically ensure that all the data structures reachable from these durable roots are in NVM.

In this paper, we present a new NVM programming framework named AutoPersist that only requires programmers to identify the set of durable roots. While most NVM frameworks are implemented in C or C++, we chose to implement AutoPersist as an extension to the Java language. As is common for managed languages, Java already provides transparent support for object memory management, as well as high-level semantics for programmers.
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## Unified Object Model and Type System

<table>
<thead>
<tr>
<th>Uniheap</th>
<th>char</th>
<th>short</th>
<th>int</th>
<th>long</th>
<th>float</th>
<th>double</th>
<th>reference</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Java</strong></td>
<td>boolean, byte</td>
<td>char</td>
<td>int</td>
<td>long</td>
<td>float</td>
<td>double</td>
<td>reference, array</td>
</tr>
<tr>
<td><strong>Python</strong></td>
<td>-</td>
<td>-</td>
<td>int</td>
<td>long</td>
<td>float</td>
<td>-</td>
<td>list, dict, tuple</td>
</tr>
<tr>
<td><strong>JavaScript</strong></td>
<td>boolean</td>
<td>-</td>
<td>num</td>
<td>num</td>
<td>num</td>
<td>num</td>
<td>array</td>
</tr>
</tbody>
</table>

Two built-in types: **numeral type** and **reference type**
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**Experiment Setup**

- **CPU:** 24-core Intel 2nd Xeon
- **NVM:** 8 * 128GB Intel Optane DC

**Benchmarks**

- **Java:** YCSB over QuickCached and H2
- **Python:** Python Performance Benchmark Suite
- **JavaScript:** JetStream2
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