Abstract—An indel refers to a single insertion or deletion, while an edit refers to a single insertion, deletion or substitution. In this work, we investigate quaternary codes that correct a single indel or single edit and provide linear-time algorithms that encode binary messages into these codes of length \( n \). Particularly, we provide two linear-time encoders: one corrects a single edit with \( \log n + O(\log \log n) \) redundancy bits, while the other corrects a single indel with \( \log n + 2 \) redundant bits. These two encoders are order-optimal. The former encoder is the first known order-optimal encoder that corrects a single edit, while the latter encoder (that corrects a single indel) reduces the redundancy of the best known encoder of Tenengolts (1984) by at least four bits.

I. INTRODUCTION

Correcting deletions, insertions, and substitutions plays an essential role in improving the reliability of DNA-based storage systems or file synchronization. In a DNA-based storage system, the input user data is translated into a large number of DNA strands, which are synthesized and stored in a DNA pool. To retrieve the original data, the stored DNA strands are sequenced and translated inversely back to the binary data. It has been found that substitutions, deletions, and insertions are most common errors occurring at the stages of synthesis and sequencing [2]–[4]. Given that current synthesis technologies produce strands of lengths 100 to 200 and given the low raw sequencing [2]–[4]. Given that current synthesis technologies produce strands of lengths 100 to 200 and given the low raw error rates reported by experiments (see, for example, [3], [4]), we expect most DNA strands to be corrupted by at most one edit error. In this work, we focus on codes that combat either a single indel or a single edit and provide efficient methods of encoding binary messages into these codes.

Now, to correct a single indel, we have the celebrated class of Varshamov-Tenengolts (VT) codes. While Varshamov and Tenengolts introduced the binary version to correct asymmetric errors [8], Levenshtein later modified the VT construction to correct a single edit [5]. In both constructions, the number of redundant bits is \( \log n + O(1) \), where \( n \) is the length of a codeword. Unless otherwise stated, all logarithms are taken base two.

A nonbinary version of the VT codes was proposed by Tenengolts [6], who also provided a linear-time method to correct a single indel. In the same paper, Tenengolts also presented an efficient encoder that corrects a single indel. For the quaternary alphabet, this encoder requires at least \( \log n + 7 \) bits for words of length \( n \geq 20 \). To the best of our knowledge, there is no known efficient construction for \( q \)-ary codes that can correct a single edit.

In summary, our broad objective is to provide practical quaternary codes that correct either a single indel or a single edit. Our coding techniques can be applied to construct \( q \)-ary codes for \( q = \Theta(\log n) \). Due to space constraints, we only summarise the results and describe the main idea of our constructions. More details can be found in [1].

II. PRELIMINARY

In this work, we use the following relation \( \Phi \) between the decimal alphabet \( \Sigma = \{0, 1, 2, 3\} \) and the nucleotides \( \mathcal{D} = \{A, T, C, G\} \), \( \Phi : 0 \rightarrow A, 1 \rightarrow T, 2 \rightarrow C, \) and \( 3 \rightarrow G \).

Let \( x \in \Sigma^n \). We are interested in the following error balls:

\[
B^\text{indel}(x) \triangleq \{ y : y \text{ is obtained from } x \text{ via a single indel} \},
\]

\[
B^\text{edit}(x) \triangleq \{ y : y \text{ is obtained from } x \text{ via a single edit} \}.
\]

Let \( \mathcal{C} \subseteq \Sigma^n \). We say that \( \mathcal{C} \) corrects a single indel if \( B^\text{indel}(x) \cap B^\text{indel}(y) = \emptyset \) for all distinct \( x, y \in \mathcal{C} \). Similarly, \( \mathcal{C} \) corrects a single edit if \( B^\text{edit}(x) \cap B^\text{edit}(y) = \emptyset \) for all distinct \( x, y \in \mathcal{C} \). Our design objective is to minimize the number of redundant bits. Particularly, the redundancy is \( K \log n + o(\log n) \), where \( K \) is a constant to be minimized. When \( K = 1 \), we say that the code is order-optimal.

We now review literature works. The binary VT syndrome of a binary sequence \( x \in \{0, 1\}^n \) is defined to be \( \text{Syn}(x) = \sum_{i=1}^n x_i i \). For binary codes, Levenshtein [5] constructed the following codes:

\[
\text{VT}_a(n) = \{ x \in \{0, 1\}^n : \text{Syn}(x) = a \pmod{n+1} \}.
\]

\[
\text{L}_a(n) = \{ x \in \{0, 1\}^n : \text{Syn}(x) = a \pmod{2n} \}.
\]

and showed that \( \text{VT}_a(n) \) can correct a single indel and \( \text{L}_a(n) \) can correct a single edit. The constructed codes are both order-optimal.

In 1984, Tenengolts [6] generalized the binary VT codes to nonbinary ones. Tenengolts defined the signature of a \( q \)-ary vector \( x \) of length \( n \) to be the binary vector \( \alpha(x) \) of length \( n-1 \), where \( \alpha(x)_i = 1 \) if \( x_{i+1} \geq x_i \), and 0 otherwise, for \( i \in [n-1] \). For \( a \in \mathbb{Z}_n \) and \( b \in \mathbb{Z}_q \), set

\[
T_{a,b}(n,q) \triangleq \{ x : \alpha(x) \in \text{VT}_a(n-1) \text{ and } \sum_{i=1}^n x_i = b \pmod{q} \}.
\]
Tenengolts showed that $T_{a,b}(n; q)$ corrects a single indel and these codes are order-optimal [6].

Surprisingly, to correct a single edit for the $q$-ary case, it is not straightforward as in the binary case. One possible strategy is to adapt Levenshtein’s method by changing the mod-
uo value in Tenengolts’ nonbinary single-deletion correcting codes\(^1\). Unfortunately, it is not possible to adopt this strategy for Tenengolts’ codes. The reason is that it is possible for two distinct words that differ in a single position to share the same signature. For example, consider the ternary words $x = (2, 2, 2, 1)$ and $x’ = (2, 2, 2, 0)$. Their signatures are both $\alpha(x) = \alpha(x’) = (1, 1, 0)$ and thus, any syndromes computed based on their signatures result in the same value. Hence, a novel strategy is required and we provide one.

III. CODES CONSTRUCTION

A. Correcting a Single Indel

Instead of Tenengolts’ quaternary codes, we investigate a class of binary codes by Levenshtein that corrects a burst of errors. With suitable modifications, we present a linear-time quaternary encoder that corrects a single indel with $\lceil \log n \rceil + 2$ bits of redundancy.

We consider the binary representation of symbols in $\Sigma_4$ as follows: $0 \leftrightarrow 00$, $1 \leftrightarrow 01$, $2 \leftrightarrow 10$, $3 \leftrightarrow 11$. Therefore, given a quaternary sequence $\sigma \in \Sigma_4^n$, we have a corresponding binary sequence $x \in \{0,1\}^{2n}$ and we write $x = \Psi(\sigma)$. We observed that when an indel occurs in $\sigma \in \mathcal{D}^n$, the binary sequence $\Psi(\sigma)$ has a burst of indels of length two. In other words, we are interested in binary codes that correct a single burst of indels of length two. To do so, we have the following construction by Levenshtein [5].

For $x \in \{0,1\}^n$, we write $x$ as the concatenation of $s$ substrings $x = u_0H_1 \ldots u_{s-1}$, where each substring $u_i$ contains identical bits, while substrings $u_i$ and $u_{i+1}$ contain different bits. Each substring $u_i$ is also known as a run in $x$. Let $r_i$ be the length of the run $u_i$. The run-syndrome of the binary word $x$, denoted by $\text{Rsyn}(x)$, is defined as $\text{Rsyn}(x) = \sum_{i=1}^{s-1} ir_i$.

**Theorem 1** (Levenshtein [7]). For $a \in \mathbb{Z}_{2^n}$, set

$$L_a^{\text{burst}}(n) \triangleq \{x \in \{0,1\}^n : \text{Rsyn}(0x) = a \pmod{2n}\}.$$  

Then code $L_a^{\text{burst}}(n)$ can correct a burst of indel of length two.

Our contribution is to design efficient encoders of $L_a^{\text{burst}}(n)$ for arbitrary $a, n$, and consequently design an efficient method to translate binary sequences into quaternary codes that can correct a single indel. We then proceed to extend and generalize this construction so as to design efficient encoder for codes capable of correcting a burst of indel errors with $\log n + O(\log \log n)$ bits of redundancy. Details can be found in [1].

B. Correcting a Single Edit

A key ingredient of our code construction is the set of all $k$-sum-balanced words.

\(^1\)In the binary case, Levenshtein increased the module value from $(n + 1)$ to modulo $2n$ to correct a single substitution.

**Definition 1.** Let $x = (x_1, x_2, \ldots, x_n) \in \Sigma_4^n$. A window $W$ of length $k$ of $x$, i.e. $W = (x_{i+1}, \ldots, x_{i+k})$ is called sum-balanced if $k < \sum_{j \in W} x_j < 2k$. A word $x$ is $k$-sum-balanced if every window $W$ of the word $x$ is sum-balanced whenever the window length is at least $k$.

Let $\text{Bal}_k(n) \triangleq \{x \in \Sigma_4^n : x \text{ is } k\text{-sum-balanced}\}$. We have the following properties of $\text{Bal}_k(n)$.

**Lemma 1.** For sufficient large $n$, if $k = 36 \log n$, then $|\text{Bal}_k(n)| \geq n^{4n-1}$.

The lemma states that whenever $k = \Omega(\log n)$, the set $\text{Bal}_k(n)$ incurs at most one symbol of redundancy.

**Construction 1.** Given $k < n$, set $P = 5k$. For $a \in \mathbb{Z}_{4n+1}$, $b \in \mathbb{Z}_P$, $c \in \mathbb{Z}_2$ and $d \in \mathbb{Z}_7$, set $C^B(n; a, b, c, d)$ as follows.

$$C^B(n; a, b, c, d) = \{x \in \text{Bal}_k(n) : \text{Syn}(x) = a \pmod{4n + 1}, \text{Syn}(x) \in \text{SVT}_{b,c,p}(n - 1), \text{and } \sum_{i=1}^{n} x_i = d \pmod{7}\}.$$

**Theorem 2.** The code $C^B(n; a, b, c, d)$ corrects a single edit in linear-time. There exist $a, b, c, d$ such that the size of $C^B(n; a, b, c, d)$ is at least

$$|C(n; a, b, c, d)| \geq \frac{|\text{Bal}_k(n)|}{35(4n + 1)^k}.$$  

When $k = 36 \log n$, we have that the redundancy is at most $\log n + O(\log \log n)$ bits.

We prove the correctness of Construction 1 and Theorem 2 by providing an efficient decoder that can correct a single edit error in linear time (refer to Lemma 28, Lemma 30 in [1]). A high-level description of the efficient encoder that encodes binary messages into a quaternary codebook that corrects a single edit is also presented in [1].
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