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I. INTRODUCTION

Spin-torque transfer magnetic random access memory (STT-MRAM) is a promising emerging non-volatile memory (NVM) technology which shows high potential for replacing the dynamic random access memory (DRAM), as well as for various embedded applications. However, STT-MRAM suffers from process variation induced variations of the access transistor size, the magnetic tunneling junction (MTJ) geometry and resistance, as well as random thermal fluctuations [1], leading to the write error, the read disturb error, and the read decision error. Therefore, advanced channel coding and signal processing techniques are expected to improve system’s reliability in the presence of both write errors and read errors. Channel modeling is the prerequisite for the design of channel codes and detectors. In the literature, many works have been done to model the MTJ based on transport physics and magnetization dynamics [2]. Other works have also been reported which model the STT-MRAM cell from circuit and system perspective including the compact models [3]. However, none of the above models can be considered as a communication type channel model. Moreover, they are all too slow to support the error rate simulations of the STT-MRAM array.

In this work [4], we first propose a novel cascaded channel model, which incorporates both the write errors and read errors for STT-MRAM. We then derive analytically the channel raw bit error rate (BER), based on which we obtain the optimum hard memory sensing threshold. We further derive the bit log-likelihood-ratio (LLR) which enables soft-decision decoding (SDD) of error correction codes (ECCs). We also derive the maximum likelihood (ML) decision criterion for the cascaded channel. These theoretical works serve as basis for the design of advanced channel coding schemes for STT-MRAM. We finally present a hybrid decoding algorithm for extended Hamming codes for STT-MRAM, to illustrate the application of the proposed channel model and its analysis.

II. CASCADeD CHANNEL MODEL AND ANALYSIS

In STT-MRAM, each memory cell has an MTJ as the storage element and an nMOS transistor as the access control device. The MTJ has a low resistance state and a high resistance state that can be switched by applying a write current to the MTJ. The switching of an MTJ is an asymmetric process, due to the fact that the write error consists of the read disturb error and the read decision error. Therefore, advanced channel coding and signal processing techniques are expected to improve system’s reliability in the presence of both write errors and read errors. Channel modeling is the prerequisite for the design of channel codes and detectors. In the literature, many works have been done to model the MTJ based on transport physics and magnetization dynamics [2]. Other works have also been reported which model the STT-MRAM cell from circuit and system perspective including the compact models [3]. However, none of the above models can be considered as a communication type channel model. Moreover, they are all too slow to support the error rate simulations of the STT-MRAM array.

In this work [4], we first propose a novel cascaded channel model, which incorporates both the write errors and read errors for STT-MRAM. We then derive analytically the channel raw bit error rate (BER), based on which we obtain the optimum hard memory sensing threshold. We further derive the bit log-likelihood-ratio (LLR) which enables soft-decision decoding (SDD) of error correction codes (ECCs). We also derive the maximum likelihood (ML) decision criterion for the cascaded channel. These theoretical works serve as basis for the design of advanced channel coding schemes for STT-MRAM. We finally present a hybrid decoding algorithm for extended Hamming codes for STT-MRAM, to illustrate the application of the proposed channel model and its analysis.

Since the switching of STT-MRAM cells is asymmetric and independent with each other, we propose to use a binary asymmetric channel (BAC) to model the write error. The read error consists of the read disturb error and the read decision error. The read disturb error, with an error rate of \( P_r \), is caused by the accidental flipping of MTJ during the read operation, due to a large read current caused by process variation or thermal fluctuation [1]. As it can only occur in one direction, it can be modeled as a Z channel. Moreover, since the read disturb error occurs immediately after the write error, we can combine the BAC for the write error and the Z channel for the read disturb error into a combined BAC. The read decision error occurs when the memory cell resistance is incorrectly sensed/detected during reading. It is mainly caused by the process variation induced widened distributions of the low and high resistances of the STT-MRAM cell, which are found to approximately follow Gaussian distributions [5]. Therefore, we propose to use a Gaussian mixture channel (GMC) to model the read decision error, where the distributions of two Gaussian variables, \( R_0 \) and \( R_1 \), follow those of the two cell resistances. The mean and variance of \( R_0 \) and \( R_1 \) are given by \( \mu_0 \), \( \sigma_0 \), \( \mu_1 \), and \( \sigma_1 \), respectively. Note that the Gaussian distributions can be replaced if the cell resistances follow other distributions. As the writing and reading of memory cells are independent processes, we concatenate the combined BAC with the GMC, and obtain a cascaded channel model, the BAC-GMC model, as shown by Fig. 1. Based on the cascaded BAC-GMC channel, we derive the following theorems [4].

**Theorem 1:** For the cascaded BAC-GMC channel with independent and uniformly distributed (i.u.d) channel inputs, the channel raw BER can be computed as

\[
P_b = \frac{1}{2} \left( q_0 Q \left( \frac{R_{th} - \mu_0}{\sigma_0} \right) + p_0 Q \left( \frac{R_{th} - \mu_1}{\sigma_1} \right) + q_1 \left( 1 - Q \left( \frac{R_{th} - \mu_1}{\sigma_1} \right) \right) + p_1 \left( 1 - Q \left( \frac{R_{th} - \mu_0}{\sigma_0} \right) \right) \right),
\]

where \( R_{th} \) is the threshold resistance to differentiate the two cell resistances, and \( Q(x) = \frac{1}{\sqrt{2\pi}} \int_x^{\infty} e^{-t^2/2} dt \).

The optimum threshold resistance is given by \( R_{opt}^{th} = \)
A codeword \( s \) is modeled as a \( s \)-bit codeword, and decoding for correcting the 2-bit errors. However, with the (72, 64) code whose HDD can detect all the 2-bit errors, we first carry out hard-decision decoding during the first-stage decoding for spin-torque transfer magnetic random access memory (STT-MRAM), whose metric is based on the ML decision criterion is given by

\[
L(x_k) = \log \frac{p_0 + q_1 e^{l(x_k)q_1}}{p_0 + q_1 e^{l(x_k)q_1}},
\]

where

\[
L(\hat{x}_k) = -\log \sigma_1 + \log \sigma_2 - \frac{(y_k - \mu_1)^2}{2\sigma_1^2} + \frac{(y_k - \mu_0)^2}{2\sigma_0^2} + \log \frac{p_0 + q_1 e^{l(x_k)q_1}}{q_0 + p_1 e^{l(x_k)}}.
\]

and

\[
l(x_k) = \log \frac{Pr(x_k=1)}{Pr(x_k=0)}.
\]

**Theorem 3:** For the cascaded BAC-GMC channel, assume a codeword \( x = [x_0, x_1, \cdots, x_{n-1}] \) of an arbitrary code \( C \), the ML decision criterion is given by

\[
\hat{x}_{ML} = \arg \max_{x \in C} \sum_{k=0}^{n-1} \max^*(\log(q_k) - \log(\sqrt{\pi} \sigma_k)

- \frac{(y_k - s_k)^2}{2\sigma_k^2}, \log(p_k) - \log(\sqrt{\pi} \sigma_k) - \frac{(y_k - \hat{s}_k)^2}{2\sigma_k^2})
\]

with \( s_k = (1 - x_k)\mu_0 + x_k\mu_1, \hat{s}_k = (1 - x_k)\sigma_0 + x_k\sigma_1, p_k = (1 - x_k)p_0 + x_kp_1, \) and \( \max^*(a, b) \triangleq \log(e^a + e^b). \)

**III. APPLICATION EXAMPLE**

Based on the above presented theoretical analysis, various SDD algorithms of ECCs can be derived. However, the choice of the algorithms is confined by the potential applications. For example, in order for STT-MRAM to replace DRAM, its design needs to meet the requirement of DRAM-like read latency of 10ns to 30ns. The state of the art ECC used by Everspin’s 16Mb toggle MRAM is a (71, 64) Hamming code [6]. In this work, we consider the extended Hamming codes, and propose a two-stage hybrid decoding algorithm. That is, we first carry out hard-decision decoding during the first-stage of decoding. If the hard-decision decoder (HDD) declares a successful error correction, output the decoded codeword. Otherwise, continue with the second-stage decoding, using a modified Chase II decoder [4], whose metric is based on the ML decision rule for the cascaded channel given by (3). Moreover, the cascaded channel LLR given by (1) is used to identify the least reliable Q-bit positions. While computing the LLR, we quantize the GMC by \( L \) quantization bits by maximizing the capacity of the cascaded channel [4].

Simulations use experimental data taken from [1]. Fig. 2 shows that there is a high error floor at the frame error rate (FER) of \( 4 \times 10^{-4} \), for HDDs of both the (71, 64) Hamming code and the (72, 64) extended Hamming code. It is caused by the read decision errors occur at \( \sigma_0/\mu_0 = 9.5\% \). The hybrid decoder of the (71, 64) code only slightly lower this error floor. This is due to the mis-correction of 2-bit errors into 3-bit errors made by the HDD of the (71, 64) code during the first-stage decoding, which disables the second-stage Chase decoding for correcting the 2-bit errors. However, with the (72, 64) code whose HDD can detect all the 2-bit errors, we observe that the hybrid decoder overcomes the high error floor, and improves the maximum affordable write error rate to \( P_1 = 1.2 \times 10^{-4} \), at FER = \( 10^{-6} \). Note that the hybrid decoder of the (72, 64) code approaches the performance of the full Chase decoder with ML metric for the cascaded BAC-GMC channel, while the latter brings substantial performance gain over both the squared Euclidean distance (SED) metric (i.e. ML metric for AWGN channel) and the ML metric for the GMC only. This demonstrates that the proposed hybrid decoder for extended Hamming codes can greatly improve the system tolerance to the write errors and read disturb errors, irrespective of the process variation induced resistance spread. This will facilitate a reduction of the write current and write energy [1]. Meanwhile, although the complexity of the Chase decoder is much higher than the HDD, it is only activated when HDD fails during the first-stage decoding. Our analysis shows that the decoding latency of the hybrid decoder for the (72, 64) code is around 2% higher than that of the HDD [4] at FER = \( 10^{-6} \). If the error rate is further lower, the increase in decoding latency will be even less.
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